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* **데이터 전처리**

1. 전체 교집합 keywords에서 10개월 전체의 상위 빈도수 300단어 중 30단어 + 나머지 2700개의 단어 중 임의로 270개 선택 = 300 keywords
2. Train: 월별로 10000개의 Graph(기사) sampling = 전체 10만개의 Graph  
   (이는 모든 월별 데이터에 대한 적합에서 latent space를 공유하기 위함)
3. Test: 월별로 100개의 Graph(기사) sampling
4. 기사를 sampling할 때 300개의 keywords 중 적어도 3개를 포함하는 기사를 선택 (minimum degree)

* **활용 방향(모형 해석)**

1. Test data를 latent space에 embedding한 결과를 시각화하여 월별로 embedding이 구분되는지 확인(10개의 색깔로 구별)
   1. 실제로 사용된 keywords들도 같이 비교
   2. 월별로 따로 시각화도 추가
2. Embedding vector(mean parameter)들을 시각화 비교

* **개선 사항 및 향후 연구 방향**

1. 인접행렬이 1인 확률에 가중치 beta 부여 = weighted binary cross entropy
2. 차원이 큰 sparse한 행렬(인접행렬)들의 행렬곱으로 인한 속도 저하
3. 기사별 감성 정보 사용 (node들의 prior를 수정?)
4. 가중치가 있는 edge를 사용하는 경우의 모형 적합
5. 모형 저장은 가중치 저장으로 대체하여 해결
6. Adjacency matrix 원소들 사이에 dependency